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A Fast Robust In-Motion Alignment Method for
Laser Doppler Velocimeter-Aided Strapdown

Inertial Navigation System
Zhiyi Xiang , Qi Wang, Rong Huang, Chongbin Xi, Xiaoming Nie, and Jian Zhou

Abstract—With ultra-high velocity measurement accuracy,
laser Doppler velocimeter (LDV) is promising to replace
the odometer to provide vehicle velocity information in the
process of land integrated navigation. This paper investigates
the fast in-motion initial alignment for LDV-aided strapdown
inertial navigation system (SINS). Aiming at the problem that
the installation misalignment angles and scale factor error of
LDV will reduce the alignment accuracy and the alignment
speed, a Robust Double Gain Square-Root Unscented Quater-
nion Estimator (RDGSR-USQUE) method with good effect at
large misalignment angle is proposed. In RDGSR-USQUE, the
influence of unknown parameter error is considered in the
construction of process model and measurement model and a
double gain structure is proposed to improve the convergence
speed based on the usually neglected posterior measurement
residual information. RDGSR-USQUE method improves the
defects of the traditional Unscented Quaternion Estimator (USQUE) method, such as poor noise resistance, slow
convergence speed under large misalignment angle and easy to lead to non-positive definite covariance matrix. This
will help to estimate and compensate unknown parameter errors while estimating attitude, so as to improve the accuracy
of process model and measurement model, and finally improve the accuracy of attitude estimation. The performance of
the proposed scheme is verified by vehicle field test. The results show that the proposed method has higher alignment
accuracy, faster convergence speed and stronger robustness than three other compared methods, and the estimated
installation misalignment angle and scale factor of LDV are satisfactory in general cases.

Index Terms— Laser Doppler velocimeter (LDV), in-motion initial alignment, strapdown inertial navigation system
(SINS), installation misalignment angle, scale factor error, robust double gain square-root unscented quaternion estimator
(RDGSR-USQUE), double gain structure.

I. INTRODUCTION

STRAPDOWN inertial navigation system (SINS) has been
widely used in military, industrial and consumer fields

because of its self-containment, anti-jamming capability, high
sampling rate and good concealment. The SINS determines the
navigation parameters of the vehicle according to the outputs
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of accelerometers and gyroscopes. However, due to the initial
alignment error and inertial sensors errors, the positioning
error of SINS will accumulate along with the time. As a result,
the initial alignment with high accuracy and rapidness and
sensors with little measurement error are essential to guarantee
long-term performance of SINS [1]–[3]. The initial alignment
mainly refers to the determination of initial attitude, which
determines the attitude matrix between the body frame and
the navigation frame. Compared with the traditional static-
base alignment, in-motion alignment can greatly improve the
mobility of the vehicle, which is an advantageous functionality
in military applications [4], [5]. When the vehicle is running,
it is difficult to obtain the accurate gravity information of the
vehicle in the inertial frame due to the acceleration of the
vehicle to the ground. Under this circumstance, it is impos-
sible to complete the accurate autonomous initial alignment
process only relying on the measurement of the gyroscope
and accelerometer of the SINS.
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To implement the in-motion initial alignment procedure effi-
ciently, much effort has been devoted to investigating the novel
alignment methods. An optimization-based alignment (OBA)
method was proposed for GPS-aided high-accuracy SINS.
In the OBA method, the attitude matrix is decomposed into
two time-varying attitude matrices and a constant attitude
matrix. The two time-varying attitude matrices are calculated
by the body angular rate and the navigation angular rate
respectively. Finally, the constant attitude matrix is obtained
based on the constructed vector observations using Daven-
port’s q-method [6], [7]. After that, many OBA methods
have been proposed for GPS-aided SINS, such as veloc-
ity/ position integration-based OBA method [8], velocity-
based OBA method [9], position loci-based OBA method
[10] and sliding- window-based OBA method [11], [12]. The
OBA method has been considered as a promising method
for high-accuracy SINS due to its fastness and anti-jamming
capability. To extend the application, the OBA methods aided
by ground velocity in the body frame have been derived
and applied to odometer (OD) and Doppler Velocity Log
(DVL) in [13], [14]. However, most of the existing OBA
methods do not take the inertial measurement unit (IMU)
bias into account and OBA methods cannot estimate other
error parameters except attitude, which will affect the accu-
racy of the constructed vector observations. Therefore, the
OBA method is not applicable to low-cost SINS. In order to
improve the accuracy of OBA methods, an in-motion initial
alignment method based on Kalman filter is proposed on the
basis of OBA method [15], [16]. For large initial alignment
error, the unscented-transformation-based unscented Kalman
filter (UKF) is used for in-motion initial alignment because
of its easy implementation, moderate computational cost and
appropriate performance [17]. The UKF in its quaternion
application form is proposed to avoid the singularity problem
and the norm constraint of the quaternion in practical applica-
tions, called Unscented Quaternion Estimator (USQUE)[18].
The USQUE is approved as a method that can replace OBA
method due to its capability of estimating other parameters
other than the attitude and handing the noise in the model.
In order to achieve the in-motion initial alignment for low-cost
SINS, a new OBA method based on dynamic attitude estima-
tion technique was proposed, which can jointly estimate the
time-varying attitude matrix from current body frame to initial
body frame and gyroscope bias by using USQUE [19]. For
high-accuracy SINS, an alignment method based on attitude
estimation was proposed by using USQUE to weaken the inter-
ference of odometer [20]. In a DVL-aided initial alignment
scheme, USQUE is employed to perform the fine alignment
process after the OBA method [21]. Unfortunately, USQUE
converges slowly under large unknown initial attitude error.
As a variant of UKF, it lacks adaptive ability to system noise
and easily leads to non-positive definite covariance matrix.
In [22] and [23], the group of double direct spatial isometries
is used for initial alignment, but the comparison with the main-
stream alignment scheme is not given. In addition, in order
to further improve the accuracy of the alignment, the fine
alignment process can be continued, and the sensor error can
be taken into account in the fine alignment process [21], [24].

However, in most cases, in-motion fine alignment is regarded
as a part of the subsequent integrated navigation process,
because when the attitude error is small, the in-motion fine
alignment algorithm and the integrated navigation algorithm
can be considered as no different.

As a new type of velocity sensor, laser Doppler velocime-
ter (LDV) has the advantages of high accuracy, rapid dynamic
response, non-contact measurement, good directional sensi-
tivity, complete autonomy and good spatial resolution. Our
research group has proposed a variety of LDV structures to
measure true vehicle velocity over ground, and have a higher
velocity measurement accuracy than OD and DVL [25]–[30].
At present, there are few reports about the application of LDV
in the field of navigation. In this paper, a new LDV-aided in-
motion initial alignment method is proposed, named Robust
Double Gain Square-Root Unscented Quaternion Estimator
(RDGSR-USQUE).

The contributions of proposed in-motion alignment method
are listed hereafter:

(1) This paper improves the process model and measurement
model constructed in literature [20], a more accurate process
model and measurement model for LDV-aided SINS in-motion
alignment is derived, which takes into account the installation
misalignment angle, scale coefficient of LDV and the ignored
small quantity related to earth rotation rate in body frame.

(2) In order to ensure the stability of numerical values
and the positive definiteness of covariance matrix, square root
optimization is carried out on the basis of traditional USQUE
algorithm.

(3) Adaptive processing of measurement noise covariance
matrix makes the filter always keep good performance without
divergence and accelerate the convergence of the attitude error.

(4) In order to improve the in-motion alignment speed,
a double gain structure is proposed based on the posterior
measurement residual information which is usually neglected.

The rest of this paper is organized as follows. In Section II,
the vector observations of the proposed scheme are deduced
mathematically, and the process model and observation model
are established. In Section III, a more stable RDGSR-USQUE
method is proposed. In Section IV, the proposed method is
compared with the existing typical methods by using the
vehicle-mounted field test data collected from LDV-aided laser
SINS. Concluding remarks are given in Section V.

II. IN-MOTION ALIGNMENT FOR SINS/LDV
In this paper, some important coordinate systems are usually

involved, including the local level navigation frame (n-frame),
the SINS body frame (b-frame), the inertial nonrotating frames
(i -frame), the earth frame (e-frame) and the LDV’s frame (m-
frame). The purpose of SINS initial alignment is to determine
the matrix Cn

b , which is the attitude matrix from the b-frame
to the n-frame. In order to further improve the accuracy of
alignment, it is necessary to estimate the matrix Cb

m ,which is
the installation misalignment matrix of m-frame with respect
to b-frame.

The velocity kinematic equation in the n-frame is known as

υ̇n = Cn
b f b − (

2ωn
ie + ωn

en

)× υn + gn (1)

Authorized licensed use limited to: National Univ of Defense Tech. Downloaded on September 03,2022 at 03:20:26 UTC from IEEE Xplore.  Restrictions apply. 



17256 IEEE SENSORS JOURNAL, VOL. 22, NO. 17, 1 SEPTEMBER 2022

where υn represents the ground velocity expressed in the n-
frame, f b denotes the specific force in b-frame, gn is the
gravity vector in n-frame, (·) × means to solve the antisym-
metric matrix, ωn

ie represents the earth rotation rate, and ωn
en

is the navigational rotating rate in n-frame relative to e-frame.
The ωn

ie and ωn
en can be expressed, respectively, as

ωn
ie = [0, ωie cos L, ωie sin L]T (2)

ωn
en = [− υn

N

RM + h
,

υn
E

RN + h
,

υn
E

RN + h
tan L]T (3)

where L is the local latitude, and h is altitude of the vehicle.
RM and RN are the principal radius of curvature of the prime
meridian and the equator, respectively. υn

E is the East velocity
and υn

N is the North velocity.
The ground velocity in the n-frame can be expressed by the

ground velocity in the b-frame as

υn = Cn
bυ

b (4)

By calculating the derivative of (4) and considering the
formula Ċ

n
b = Cn

bω
b
nb (×), we have

υ̇n = Cn
b

(
υ̇b + ωb

nb × υb
)

(5)

By substituting (5) into (1) and rearranging the equations,
we can get

Cn
b

(
υ̇b +

(
ωb

ib + ωb
ie

)
× υb − f b

)
= gn (6)

A. Process Model
According to the chain rule of direction cosine matrix, the

attitude matrix Cn
b (t) can be expressed as

Cn
b (t) = Cn(t)

n(0)C
n(0)
b(0)C

b(0)
b(t) (7)

where Cn(0)
b(0) is the constant attitude matrix from initial b-

frame to initial n-frame. b (0) and n (0) denotes the initial
b-frame and n-frame respectively, which both are non-rotating
orthogonal frame with respect to i -frame.

According to [20], the attitude update equation can be
written as

Ċ
i
b(t) = C i

b(t)

(
ωb

ib×
)

(8)

Ċ
i
n(t) = C i

n(t)

(
ωn

in×) (9)

Equation (9) is the process model.

B. Measurement Model
Substitute (7) into (6) and multiply C i

n(t) on both sides to
get the following formula

C i
b(t)

(
υ̇b +

(
ωb

ie + ωb
ib

)
× υb − f b

)
= C i

n(t) gn (10)

Integral in the time interval of interest on both sides of (10),
it can be obtained that∫ t

0
C i

b(τ )

(
υ̇b +

(
ωb

ie + ωb
ib

)
× υb − f b

)
dτ =

∫ t

0
C i

n(τ ) gndτ

(11)

By the partial integration, the
∫ t

0 C i
b(τ )υ̇

bdτ can be
expressed as∫ t

0
C i

b(τ )υ̇
bdτ = C i

b(τ )υ
b
∣∣∣t
0
−
∫ t

0
C i

b(τ )

(
ωb

ib

)
× υbdτ

= C i
b(t)υ

b (t)−υb (0)−
∫ t

0
C i

b(τ )

(
ωb

ib

)
×υbdτ

(12)

Then, substituting (12) into (11), the (11) can be expressed
as

C i
b(t)υ

b (t) − υb (0) +
∫ t

0
C i

b(τ )

(
ωb

ie × υb
)

dτ

−
∫ t

0
C i

b(τ ) f bdτ

= C i
n(t)C

n(t)
n(0)

∫ t

0
Cn(0)

n(τ ) gndτ (13)

Define two vectors as⎧⎪⎨
⎪⎩

α (t) = C i
b(t)υ

b (t) − υb (0) + ∫ t
0 C i

b(τ )

(
ωb

ie × υb
)

dτ

− ∫ t
0 C i

b(τ ) f bdτ

β (t) = Cn(t)
n(0)

∫ t
0 Cn(0)

n(τ ) gndτ

(14)

The measurement model can be given by

α (t) = C i
n(t)β (t) (15)

C. New Process Model and Measurement Model
It can be seen from (9) and (14) that the accuracy of υb

will affect the alignment accuracy, where υb is regarded as
the velocity provided by LDV. In order to further improve the
alignment accuracy, it is necessary to consider the installation
misalignment matrix (Cb

m) and scale factor error (δK ) of LDV.
The installation misalignment angle vector is regarded as a
small angle vector φm in this paper. It can be seen from [31]
that the roll angle does not affect the velocity measurement
value of LDV. Considering that the installation position of
LDV is close to IMU, the influence of lever arm effect is
ignored in this paper. The υb can be expressed as

υb = Cb
m υ̃m = (

I3 − φm×) (1 + δK ) υm (16)

where φm = [
φmx 0 φmz

]T , Cb
m = I3 − φm×, υm is the

theoretical output of LDV. υ̃m is the LDV output with scale
factor error. I3 is the 3 × 3 identity matrix, φmx is the pitch
angle between b-frame and m-frame, and φmz is the heading
angle error between b-frame and m-frame.

Considering the LDV scale coefficient and installation mis-
alignment angles, a new measurement model for the matrix
C i

n(t) and a new process model can be formulated by

αm (t) = C i
n(t)βm (t) (17)

Ċ
i
n(t) = C i

n(t)

(
ωn

in×)
= C i

n(t)

[(
ωn

ie + ωn
en

)×]
= C i

n(t)

{[
ωn

ie + Cn
b (t − 1) Fcυ

b
]
×
}

= C i
n(t)

{[
ωn

ie + Cn
b (t − 1) Fc

× (I3 − φm×) (1 + δK ) υm]×} (18)
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where

Fc =
⎡
⎣ 0 −1/ (RM + h) 0

1/ (RN + h) 0 0
(tan L)/ (RN + h) 0 0

⎤
⎦ (19)

The first integral in (14) can be calculated as∫ t

0
C i

b(τ )

(
ωb

ie × υb
)

dτ

=
M−1∑
k=0

C i
b(tk)

Cb(tk)
n(tk)

∫ tk+1

tk
Cn(tk)

n(τ )

(
ωn

ie×
)
υn (τ )dτ (20)

where t = MT , t is current time instant during the in-motion
alignment, T is the sampling interval of the SINS and LDV.
LDV has the same sampling frequency as SINS, which GPS
and DVL do not possess.

According to [8], the incremental integral in (20) can be
approximated by

�υn(tk) =
∫ tk+1

tk
Cn(tk)

n(τ )

(
ωn

ie×
)
υn (τ )dτ

=
(

T

2
I3 + T 2

6
ωn

in×
)

ωn
ie × υn (tk)

+
(

T

2
I3 + T 2

3
ωn

in×
)

ωn
ie × υn (tk+1) (21)

The second integral in (14) can be calculated as∫ t

0
C i

b(τ ) f bdτ =
M−1∑
k=0

C i
b(tk)

∫ tk+1

tk
Cb(tk)

b(τ ) f b (τ ) dτ (22)

According to [8], two-sample correction is used to approx-
imate the incremental integral in (22).

�υb(tk) =
∫ tk+1

tk
Cb(tk)

b(τ ) f b (τ ) dτ

= �υ1 + �υ2 + 1

2
(�θ1 + �θ2) × (�υ1 + �υ2)

+2

3
(�θ1 × �υ2 + �υ1 × �θ2) (23)

The vector αm (t) and βm (t) from (17) are given by⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

αm (t) = C i
b(tM )

(
I3 − φm×) (1 + δK ) υm (tM )

− (I3 − φm×) (1 + δK ) υm (0)

+
M−1∑
k=0

C i
b(tk)

Cb(tk)
n(tk)

�υn(tk) −
M−1∑
k=0

C i
b(tk)

�υb(tk)

βm (t) = Cn(tM )
n(0)

M−1∑
k=0

Cn(0)
n(tk)

(
T I3 + T 2

2 ωn
in×

)
gn (tk)

(24)

where T is the sampling interval.

III. PROPOSED ROBUST DOUBLE GAIN SQUARE-ROOT

UNSCENTED QUATERNION ESTIMATOR ALGORITHM

The mainstream OBA method cannot estimate C i
n(t), φm

and δK effectively. USQUE is a method based on attitude
estimation, which can estimate the above parameters. How-
ever, as a quaternion application form of UKF, USQUE has the
following drawbacks: firstly, its convergence speed is slower

than OBA method; secondly, it lacks the self-adaptive capacity
to deal with system noise; finally, it is easy to cause the
matrix nonpositive definiteness. In order to solve the above
defects, the square root and robust optimization are carried
out for the traditional USQUE in this section, and the double
gain structure is applied in USQUE, the new method is called
RDGSR-USQUE. Equation (18) and (17) is the continuous
process and measurement model.

In navigation calculation, the directional cosine matrix
needs to use 9 parameters and the quaternion and Euler
angles only needs 4 parameters and 3 parameters. Although
Euler angles only needs three parameters, Gimbal Lock is an
inevitable problem of Euler angle, so the quaternion has been
often used to represent attitude in navigation calculation. The
direct implementation of a UKF with quaternion-based state
is not suitable because the quaternion estimate is determined
using the weighted quaternions averaging operation. Thus,
no guarantees can be made that the quaternion will have unit
norm. To represent an attitude-error quaternion preserving the
constraint of quaternion propagation, the quaternion is used for
attitude propagation and the unconstrained three-component
vectors of generalized Rodrigues parameters (GRP) are used
for filtering and local attitude error representation [18], [32]–
[34].

In RSRUSQUE, the filtering state is defined as

X̂k =
[
δ�T

k X̂
eT
k

]T
(25)

where δ�k is the corresponding GRP representation about the
attitude error quaternion δqi

n , and the δq i
n denotes the error

between the n-frame and the i -frame. X̂
e

is the components
of the state besides the quaternion. For the proposed initial
alignment model, it is

X̂
e
k = [

φmx φmz δK
]T (26)

Due to the attitude error is represented by GRP in the filter-
ing state and represented by quaternion in the attitude propa-
gation process. Therefore, in the RDGSR-USQUE, quaternion
and their corresponding GRP representation should be con-
verted to each other to ensure the normal filtering process.
The inverse transformation from δq to δ� is given by

δ� = f
δρ

a + δq0
(27)

where a is a parameter from 0 to 1 and f is a scale factor.
The generalized Rodrigues parameters are used to place the
singularity of the attitude representation in a certain angle
range. Different combinations of a and f have different phys-
ical meanings. For instance, when a = 0 and f = 1, (27)
gives the Gibbs vector, and when a = f = 1, (27) gives
the standard vector of modified Rodrigues parameters. δq =[
δq0, δqT

1:3
]T = [

δq0, δρ
T
]T

is the attitude error quaternion.
The inverse transformation from δ� to δq is given by⎧⎨

⎩ δq0 = −a‖δ�‖2+ f
√

f 2+(1−a2)‖δ�‖2

f 2+‖δ�‖2

δρ = f −1 (a + δq0) δ�
(28)

Authorized licensed use limited to: National Univ of Defense Tech. Downloaded on September 03,2022 at 03:20:26 UTC from IEEE Xplore.  Restrictions apply. 



17258 IEEE SENSORS JOURNAL, VOL. 22, NO. 17, 1 SEPTEMBER 2022

Since the attitude is updated in the form of quaternion
during alignment, the process model (18) is converted to the
following quaternion form.

qi
n (k) =

(
I4 cos

�θ

2
+ �	

sin �θ
2

�θ

)
qi

n (k − 1) (29)

where

�θ ≈ ωn
in × T

= [
ωn

ie + Cn
b (t − 1) Fc

(
I3 − φm×) (1 + δK ) υm]× T

= [
�θx �θy �θz

]T (30)

�θ =
√

�θ2
x + �θ2

y + �θ2
z (31)

�	 =

⎡
⎢⎢⎣

0 −�θx −�θy −�θz

�θx 0 �θz −�θy

�θy −�θz 0 �θx

�θz �θy −�θx 0

⎤
⎥⎥⎦ (32)

Write the measurement model (17) as follows

yk = αm (k) − C i
n(k)βm (k) = h (Xk) + V k (33)

where V k is the measurement noise, which is assumed to be
Gaussian process with zero means and covariance matrices
Rk . Xk represents the ideal value of the filtering state at time
instant k. h (Xk) is the ideal measurement equation without
noise and is a function related to Xk .

The state estimation at time instant k is (25), and the
corresponding covariance is P x,k , the RSRUSQUE algorithm
for initial alignment is described as follows.

A. Time Update
Generate the sigma points as

χk (i) =

⎧⎪⎨
⎪⎩

X̂k, i = 0

X̂k + [√
(n + λ)Sx,k

]
i , i = 1, 2, . . . , n

X̂k − [√
(n + λ)Sx,k

]
i , i = n + 1, n + 2, . . . , 2n

(34)

where Sx,k is the lower triangular matrix obtained by using
the Cholesky factorization of P x,k . n is the dimension of the
state X̂k , λ = σ 2 (n + κ) − n. σ is a scale factor, usually a
small quantity greater than zero, and its typical value range is
10−4 ≤ σ ≤ 1, κ is a tuning parameter which is usually set
to 0 and 3-n to capture some higher order information of the
distribution. When the state dimension is greater than or equal
to 3, κ takes 0, and when the state dimension is less than 3,
κ takes 3-n.

The weights corresponding to the expectation and covari-
ance matrix is given by

W m (i) =
{

λ
n+λ , i = 0

1
2(n+λ) , i = 1, . . . , 2n

(35)

W c (i) =
{

λ
n+λ + 1 − σ 2 + ς, i = 0

1
2(n+λ) , i = 1, . . . , 2n

(36)

where ς is used to incorporate prior information on the
probability density function of the states. If it is a Gaussian
distribution, then ς = 2.

The sigma points χk (i) can be divided into attitude part
and non-attitude part, i.e.

χk (i) = [
χ δ�

k (i)T χe
k (i)T

]T
(37)

The quaternion error corresponding to χ δ�
k (i) is given by

χ
δq
k (i) = [

δqk,0 (i) δρk (i)T
]T

(38)

which can be calculated according to formula (28).
Define a new quaternion-based sigma point by multiplying

the error quaternion by the current attitude quaternion

χ
q
k (i) = χ

δq
k (i) ⊗ qk (39)

Propagate these transformed sigma points through process
model (29) and the propagated quaternion error is computed
using

χ
δq
k+1|k (i) = χ

q
k+1|k (i) ⊗

[
χ̄

q
k+1|k

]−1
(40)

χ̄
q
k+1|k is the average quaternion of the propagating quaternion

sigma points, the explicit details about the χ̄
q
k+1|k can be

referred in [35], [36].
Denote

χ
δq
k+1|k (i) = [

δqk+1|k,0 (i) δρk+1|k (i)T
]T

(41)

The predicted GRP sigma points corresponding to χ
δq
k+1|k (i)

can be calculated according to (27)

χ δ�
k+1|k (i) = δρk+1|k (i)

1 + δqk+1|k,0 (i)
(42)

The propagated sigma points of the state can now be deter-
mined as

χk+1|k(i) =
[
χ δ�

k+1|k (i)T χe
k+1|k (i)T

]T
(43)

The corresponding state prediction can be calculated
through

X̂k+1|k =
2n∑

i=0

W m (i)χk+1|k (i) (44)

The covariance is computed using a QR decomposition
shown in (45) and a Cholesky factor update (downdate) of
rank 1 shown in (46):

Sx,k+1|k

= qr

{[√
W c (1 : 2n)

(
χk+1|k (1 : 2n) − X̂k+1|k

) √
Qk

]T
}

(45)

Sx,k+1|k
= cholupdate

{
Sx,k+1|k,

√|W c (0)|
(
χk+1|k (0) − X̂k+1|k

)
,

sgn
(
W c (0)

)}
(46)

Some details of QR decomposition and Cholesky factor
update (downdate) are as follows:

QR decomposition: The QR decomposition of a matrix
A ∈ R

N×L is given by, A = Q R, where Q ∈ R
N×N

is an orthogonal matrix, R ∈ R
N×L is an upper triangular
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matrix. We use the shorthand notation qr {·} to donate a QR
decomposition of a matrix where only R is returned.

Cholesky factor updating: Suppose that A has a Cholesky
factorization of RT R, R is an upper triangular matrix, then
cholupdate

{
R,

√
vx,±} is equivalent to finding the square

root of A ± vxxT .

B. Measurement Update
Similar to (34), the state prediction X̂k+1|k and covariance

Sx,k+1|k are used to regenerate the sigma points χ∗
k+1|k (i).

Similar to (37)-(39), the new quaternion-based sigma points
χ

∗q
k+1|k (i) can be obtained, and define a new set of sigma

points as

γ ∗
k+1|k (i) =

[
χ

∗q
k+1|k (i)T χ∗e

k+1|k (i)T
]T

(47)

The propagated sigma points in (47) are propagated directly
through the measurement model (33), the predicted sigma
points as Zk+1|k (i).

The mean of the measurements associated with each sigma
point set can be calculated through

Ŷ k+1 =
2n∑

i=0

W m (i) Zk+1|k (i) (48)

The covariance of the measurement and the cross-covariance
of the state and measurement are given by

Sy,k+1

= qr

{[√
W c (1 : 2n)

(
Zk+1|k (1 : 2n) − Ŷ k+1

) √
Rk

]T
}

(49)

Sy,k+1

= cholupdate
{

Sz,k+1,
√|W c (0)|

(
Zk+1|k (0) − Ŷ k+1

)
,

sgn
(
W c (0)

)}
(50)

Pxy,k+1

=
2n∑

i=0

W c (i)
{(

χ∗
k+1|k (i) − X̂k+1|k

)

×
(

Zk+1|k (i) − Ŷ k+1

)T
}

(51)

The innovation vector is

ek+1 = yk+1 − Ŷ k+1 (52)

1) Adaptive Processing of Measurement Noise Covariance
Matrices: Getting the variance on both sides of formula (52)
simultaneously

E
[
ek+1eT

k+1

]
=
(

h (Xk+1) + V k+1 − Ŷ k+1

)
×
(

h (Xk+1) + V k+1 − Ŷ k+1

)T

=
(

h (Xk+1) − Ŷ k+1

)
×
(

h (Xk+1) − Ŷ k+1

)T + Rk+1 (53)

where

P yy,k+1 =
(

h (Xk+1) − Ŷ k+1

)
×
(

h (Xk+1) − Ŷ k+1

)T

= Sy,k+1 ST
y,k+1 − Rk (54)

According to (53) and (54), the measurement noise covari-
ance matrix Rk+1 is given by

Rk+1 = E
[
ek+1eT

k+1

]
− Sy,k+1 ST

y,k+1 + Rk

= 1

k

k∑
i=1

(
ei+1eT

i+1 − Sy,i+1 ST
y,i+1 + Ri

)

= 1

k

[
k−1∑
i=1

(
ei+1eT

i+1 − Sy,i+1 ST
y,i+1 + Ri

)

+
(

ek+1eT
k+1 − Sy,k+1 ST

y,k+1 + Rk

)]
=
(

1 − 1

k

)
Rk + 1

k

(
ek+1eT

k+1 − Sy,k+1 ST
y,k+1 + Rk

)
(55)

It is known from (55) that the adaptive ability will be
weakened after filtering for a long time, in order to maintain
consistently the adaptive ability of the appropriate size, the
formula (55) is improved as

Rk+1 = (1 − ηk+1)Rk

+ηk+1

(
ek+1eT

k+1 − Sz,k+1 ST
z,k+1 + Rk

)
(56)

ηk+1 = ηk

ηk + c
(57)

where η0 = 1,and 0 < c < 1 is called fading factor, which
is usually c = 0.9 ∼ 0.999. If the measurement noise of the
actual system is relatively small compared with the theoretical
modeling value and the initial state noise setting is too large,
Rk+1 will easily lose positive definiteness, which will cause
abnormal filtering. An effective way to avoid this problem is
to use sequential filtering method and limit the size of each
element of Rk+1 diagonal. Set the lower limit condition R(i)

min
to ensure that Rk+1 is positive, and then use the upper limit
condition R(i)

max to quickly reduce the credibility of y(i)
k+1. Rk+1

is a diagonal matrix, and the superscript (i) represents the
i th element of the matrix. The measurement noise covariance
matrix can be written as

R(i)
k+1 =

⎧⎪⎨
⎪⎩

(1 − ηk+1) R(i)
k + ηk+1 R(i)

min p(i)
k+1 < R(i)

min

R(i)
max p(i)

k+1 > R(i)
max

(1 − ηk+1) R(i)
k + ηk+1 p(i)

k+1 others

(58)

p(i)
k+1 = e(i)

k+1e(i)T
k+1 − S(i)

z,k+1 S(i)T
z,k+1 + R(i)

k (59)

Using (49)-(51), the update equations of the state vector and
covariance matrix are determined by

X̂k+1 = X̂k+1|k + P xy,k+1

(
Sy,k+1 ST

y,k+1

)−1
ek+1 (60)

Uk+1 = Pxy,k+1

(
Sy,k+1 ST

y,k+1

)−1
Sy,k+1 (61)

Sx,k+1 = cholupdate
(
Sx,k+1|k, Uk+1,−1

)
(62)
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2) Double Gain Processing: Most of the existing methods
only use the priori measurement residuals of the current time
step to complete the measurement update and state estima-
tion, but ignore the utilization of the posteriori measurement
residuals. In this part, the second gain matrix of posteriori
measurement residuals are derived based on Kalman filter and
the state vector and state covariance matrix are updated.

On the basis of robust estimated state vector and its covari-
ance matrix, the state vector and state covariance matrix are
further updated as the following equation

X̂
∗
k+1 = X̂k+1 + K 2e∗

k+1 (63)

e∗
k+1 = yk+1 − Ŷ

∗
k+1 (64)

P∗
x,k+1 = S∗

x,k+1

(
S∗

x,k+1

)T
= E

[(
x − X̂

∗
k+1

) (
x − X̂

∗
k+1

)T
]

= E
[(

x − X̂k+1 − K 2e∗
k+1

)
(

x − X̂k+1 − K 2e∗
k+1

)T
]

= E

[(
x − X̂k+1

) (
x − X̂k+1

)T
]

−E
[(

x − X̂k+1

) (
K 2e∗

k+1

)T ]
−E

[(
K 2e∗

k+1

) (
x − X̂k+1

)T
]

+E
[(

K 2e∗
k+1

) (
K 2e∗

k+1

)T
]

= P x,k+1 − P∗
xy,k+1 K 2 − K 2

(
P∗

xy,k+1

)T

+K 2 P∗
y,k+1 K T

2 (65)

where K 2 is the second gain matrix, Px,k+1 = Sx,k+1 ST
x,k+1,

P∗
y,k+1 = S∗

y,k+1 S∗T
y,k+1. The solution for Ŷ

∗
k+1, S∗

y,k+1 and

P∗
xy,k+1 are the same as for Ŷ k+1, Sy,k+1 and P xy,k+1, except

that Ŷ
∗
k+1 uses X̂k+1 and Sx,k+1 rather than X̂k+1|k and

P x,k+1|k .
Because P∗

x,k+1 is a quadratic function of K 2, the P∗
x,k+1

can be minimized with respect to K 2. Setting it to zero, yields

∂ P∗
x,k+1

∂ K 2
= −2 P∗

xy,k+1 + 2K 2 P∗
y,k+1 = 0 (66)

According to (62), the second gain matrix K 2 is

K 2 = P∗
xy,k+1 P∗−1

y,k+1 = P∗
xy,k+1

(
S∗

y,k+1 S∗T
y,k+1

)−1
(67)

Substitute (63) into (61), (61) can be rewritten as

P∗
x,k+1 = P x,k+1

−P∗
xy,k+1

(
P∗−1T

y,k+1 + P∗−1
y,k+1

−P∗−1
y,k+1 P∗

y,k+1 P∗−1T
y,k+1

)
P∗T

xy,k+1

= P x,k+1 − P∗
xy,k+1 P∗ P∗T

xy,k+1 (68)

P∗ = P∗−1T
y,k+1 + P∗−1

y,k+1 − P∗−1
y,k+1 P∗

y,k+1 P∗−1T
y,k+1 (69)

It can be known from (64) that P∗
x,k+1 ≤ P x,k+1, so the

filter with double gain structure has a faster convergence rate.

Using (63), (67), (68) and (69), the new state vector and
new covariance matrix can be expressed as

X̂
∗
k+1 = X̂k+1 + P∗

xy,k+1

(
S∗

y,k+1 S∗T
y,k+1

)−1
e∗

k+1 (70)

U∗
k+1 = P∗

xy,k+1chol
(

P∗)T (71)

S∗
x,k+1 = cholupdate

(
Sx,k+1, U∗

k+1,−1
)

(72)

where chol (A) = RT R, R is an upper triangular matrix.

C. Attitude Update
The updated status vector is expressed as

X̂k+1 = X̂
∗
k+1 = [

δ�T
k+1 XeT

k+1

]T
(73)

The quaternion error corresponding to δ�k+1 is given by

δqk+1 = [
δqk+1,0 δρT

k+1

]T
(74)

which can be calculated according to formula (28).
The attitude quaternion is updated through

qk+1 = δqk+1 ⊗ χ̄
q
k+1|k (75)

Reset δ�k+1 to zeros and goes to the next filtering cycle.
At this point, the fast robust in-motion alignment for LDV-

aided SINS has been implemented. For clarity, procedure of
the proposed alignment method is illustrated in Table I.

D. Observability Analysis
Due to the scale factor error and installation misalignment

angles of LDV are considered in the in-motion alignment, it is
necessary to analyze the observability of these parameters to
ensure the effectiveness of these parameters.

Considering that the purpose of filtering is to give state
estimation, smaller state error corresponds to more accurate
state estimation. And the variation degree of the diagonal ele-
ments of the state error covariance matrix with time describes
the estimation effect of the corresponding state components.
If the diagonal elements of the state error covariance matrix
change significantly compared with the initial value, the cor-
responding state component can be considered to have high
observability. Therefore, in this paper, the observability of
each component X̂k+1( j ) in the state vector can be described
as follows

Ok+1( j ) =
√√√√ P0( j j)(

S∗
x,k+1( j )

)T
S∗

x,k+1( j )

(76)

where P0 represents initial state estimation covariance matrix.
According to practical experience, if Ok+1( j ) > 10, indicat-

ing that the X̂k+1( j ) has strong observability, if Ok+1( j ) ≤ 1,
indicating that the X̂k+1( j ) is not observable.

IV. VEHICLE-MOUNTED FIELD TEST

Two groups of vehicle-mounted tests were carried out to
evaluate the superior performance of the proposed alignment
method. In the test, a self-developed IMU, a dual-antenna
GPS receiver, a navigation computer and a self-made LDV are
equipped on the car, as shown in Fig. 1. The IMU consists of
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TABLE I
FAST ROBUST IN-MOTION ALIGNMENT FOR LDV-AIDED SINS

three ring laser gyroscopes and three quartz accelerometers.
The bias instability of the gyroscopes is within 0.008◦/h, the
random walk of the gyroscopes is within 0.003◦/

√
h, the bias

instability of the accelerometers is within 50μg, the random
walk of the accelerometers is 50μg/

√
h, and the velocity

measurement error of the LDV is 0.1%(1σ). The data output
frequency of the IMU and LDV is 100 Hz. The horizontal
positioning accuracy and the altitude accuracy of the GPS are
within 0.05m, and its data output frequency is 10 Hz.

Fig. 1. Installation diagram of the experimental system.

Fig. 2. Trajectory of the vehicle in the field test.

Two groups of field tests were performed in Changsha
City. Firstly, the vehicle remains stationary at the start point
for about 13 minutes and the static attitude alignment was
performed to obtain the accurate initial attitude. Considering
that the initial conditions are very accurate, and the SINS/GPS
integrated navigation system output accuracy in attitude esti-
mation is related to the external environment and vehicle
maneuvering, so, the attitude obtained by static attitude align-
ment is used as the reference attitude to evaluate the alignment
method. The movement trajectories are shown in Fig. 2. The
outputs of LDV are shown in Fig. 3, where the second group
of data is disturbed by noise.

In order to evaluate the alignment performance of the pro-
posed scheme, the following five initial alignment schemes are
designed for comparison.

Scheme 1: An OBA method, which is proposed in [13]
Scheme 2: A USQUE method, which is proposed in [20]
Scheme 3: Based on Scheme 2, the measurement noise

covariance matrix is adaptively processed
Scheme 4: Based on Scheme 5, double gain structure, LDV

installation error and LDV scale factor are ignored
Scheme 5: RDGSR-USQUE method proposed in this paper
In each test group, the initial value of attitude quaternion

are all set as [1 0 0 0]T for four schemes. For Scheme 2,
Scheme 3, Scheme 4 and Scheme 5, the initial covariance
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Fig. 3. Velocity curve of LDV output.

Fig. 4. Pitch angle errors by different schemes in trajectory 1.

matrix of attitude error are set as diag([3◦ 3◦ 12◦]T)2. For
Scheme 4, the initial covariance matrix of LDV related error
terms is set as diag([0.1◦ 0.02◦ 0.009]T). The attitude errors
of different schemes in different trajectories are shown in
Figs. 4-9. The LDV installation misalignment angle and scale
factor estimation by Scheme 5 in two trajectories are shown
in Figs. 10-11.

In Figs. 4-6 and Figs. 10, the superiority of Scheme 5 is
obvious compared with other schemes, and Scheme 5 can
estimate the installation misalignment angle and scale factor
of LDV at the same time of alignment, whereas the other four
schemes cannot provide these errors. The alignment results
show that the accuracy of the pitch angle of the five schemes
is approximately equivalent, but the accuracy of the roll angle
and heading angle of Scheme 5 is better than the other four
schemes. In the first group of field test, the attitude error by
Scheme 5 at the end of alignment is 0.0012◦, −0.0029◦, and
0.0756◦ for pitch, roll and heading, respectively. Additionally,
among the estimates from all angles, Scheme 5 has the opti-
mal convergence speed and stability. The comparison between

Fig. 5. Roll angle errors by different schemes in trajectory 1.

Fig. 6. Heading angle errors by different schemes in trajectory 1.

Scheme 5 and Scheme 1, Scheme 2 shows that effective
noise suppression and the consideration of unknown parameter
errors can improve the alignment accuracy and alignment
speed. The comparison between Scheme 3 and Scheme 2 and
Scheme 4 and Scheme 3 shows that adaptive filtering and
double gain processing can improve the alignment accuracy.
Comparing Scheme 5 with Scheme 4, it shows that it is helpful
to improve the accuracy and convergence speed of alignment
by considering and estimating the installation misalignment
angle and scale factor of LDV in the process of alignment
and use double gain structure.

In order to test the robustness of the proposed scheme, the
threshold of LDV was adjusted in the second set of vehicle
tests, so that LDV cannot filter the noise signal effectively.
It can be seen from Figs. 7-9 and Fig. 11 that the alignment
accuracy and convergence speed of the four schemes are weak-
ened under noise interference, but Scheme 5, Scheme 4 and
Scheme 3 have better robustness and alignment accuracy than
Scheme 1 and Scheme 2. Although the estimation accuracy
of installation misalignment angle and scale factor of LDV
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Fig. 7. Pitch angle errors by different schemes in trajectory 2.

Fig. 8. Roll angle errors by different schemes in trajectory 2.

Fig. 9. Heading angle errors by different schemes in trajectory 2.

decreases under the interference of noise, Scheme 5 still keeps
higher alignment accuracy and faster alignment speed than
Scheme 4. In the second group of field test, the attitude error

Fig. 10. Curves of LDV related parameters in trajectory 1.

Fig. 11. Curves of LDV related parameters in trajectory 2.

TABLE II
STATISTICS OF THE HEADING ANGLE ERRORS

OF VEHICLE IN THE FIRST GROUP TEST

by Scheme 5 at the end of alignment is 0.0048◦, −0.0032◦,
and −0. 1760◦ for pitch, roll, and heading, respectively.

In order to compare the alignment performance of the four
schemes more specifically, the mean and standard deviation
are compared. The statistics are shown in Table II-III.

It can be seen from Table II that the mean of the heading
angle errors of Scheme 5 are the smallest between 90 and 180s,
which shows that Scheme 5 has faster convergence speed than
other schemes. During the period of 31-180s, the standard

Authorized licensed use limited to: National Univ of Defense Tech. Downloaded on September 03,2022 at 03:20:26 UTC from IEEE Xplore.  Restrictions apply. 



17264 IEEE SENSORS JOURNAL, VOL. 22, NO. 17, 1 SEPTEMBER 2022

TABLE III
STATISTICS OF THE HEADING ANGLE ERRORS OF

VEHICLE IN THE SECOND GROUP TEST

Fig. 12. Curves of state observability in trajectory 1.

deviations of the heading angle error of Scheme 5 are almost
the smallest, illustrating that the proposed method has good
stability. Considering the mean and standard deviation, Scheme
5 has better performance than other schemes. It can be seen
from Table III that when the output of LDV is no longer
accurate enough, the advantage of Scheme 5 is more significant
according to the analysis of mean and standard deviation.
It can still complete the alignment when other schemes are
unable to alignment, but it takes more time to converge to
higher accuracy. To sum up, Scheme 5 is more suitable for
in-motion alignment than other schemes.

In order to further verify the effectiveness of the proposed
in-motion alignment method, the observability analysis is con-
ducted on attitude error angle, LDV scale factor error and
LDV installation misalignment angles, the logarithmic curve
of observability of state are shown in Figs. 12-13.

It can be seen from Figs. 12-13 that although the observabil-
ity of the three error parameters of LDV is not as good as atti-
tude error angles of SINS, they still have strong observability.
Therefore, in the alignment process, the in-motion alignment
method proposed in this paper can effectively estimate the
error parameters of LDV, which indicates that considering the
LDV errors in the in-motion alignment process is beneficial
to improve the alignment performance. In addition, it is also

Fig. 13. Curves of state observability in trajectory 2.

beneficial to subsequent navigation when LDV errors esti-
mated in the in-motion alignment.

V. CONCLUSION

This paper presents a novel RDGSR-USQUE method based
on attitude estimation to realize the fast in-motion initial
alignment for LDV-aided SINS aiming at weakening the
effects of the installation misalignment angles between IMU
and LDV and the scale factor error of LDV on alignment.
RDGSR-USQUE method improves the defects of the tradi-
tional USQUE method, such as poor noise resistance, slow
convergence speed under large misalignment angle and easy to
lead to non-positive definite covariance matrix. This will help
to estimate and compensate unknown parameter errors while
estimating attitude, so as to improve the accuracy of process
model and measurement model, and finally improve the accu-
racy of attitude estimation. Two groups of vehicle field tests
were carried out to evaluate the performance of the proposed
scheme. Experimental results show that the proposed scheme
has higher alignment accuracy, faster convergence speed and
stronger robustness than the other three schemes. In addition,
this method also estimates the installation misalignment angles
and scale factor of LDV installation satisfactorily, which will
be beneficial to further calibration of LDV and improve the
accuracy of integrated navigation.
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